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Today’s plan
¡ Performance of methods for action selection

¡ A new optimistic method

Autonomous Networking A.Y. 21-22 2



Learning methods
¡ Strategies for action selection
¡ Random
¡ Greedy
¡ ε-greedy
¡ Optimistic initial values

¡ What is their effectiveness?
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The 10-arms testbed
¡ To assess the relative effectiveness of the different learning methods 

we compare them numerically

¡ 10-armed bandit problem (10 actions shown along the X-axis)

¡ The Y-axis shows the distribution of rewards
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The 10-arms testbed
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¡ Each reward is sampled from a normal distribution with some 
mean q*(a) and variance=1

¡ Each q*(a) is drawn from a normal distribution with mean=0 and 
variance=1.



The 10-arms testbed
¡ Each time we run the 10-arm Testbed q* will be redrawn from a 

normal distribution.
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Randomness 
¡ q* is randomly sampled from a normal distribution

¡ The rewards are randomly sampled based on q*

¡ The actions are randomly taken on exploration steps
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28 Chapter 2: Multi-armed Bandits

select randomly from among all the actions with equal probability, independently of
the action-value estimates. We call methods using this near-greedy action selection rule
"-greedy methods. An advantage of these methods is that, in the limit as the number of
steps increases, every action will be sampled an infinite number of times, thus ensuring
that all the Qt(a) converge to q⇤(a). This of course implies that the probability of selecting
the optimal action converges to greater than 1 � ", that is, to near certainty. These are
just asymptotic guarantees, however, and say little about the practical e↵ectiveness of
the methods.

Exercise 2.1 In "-greedy action selection, for the case of two actions and " = 0.5, what is
the probability that the greedy action is selected? ⇤

2.3 The 10-armed Testbed

To roughly assess the relative e↵ectiveness of the greedy and "-greedy action-value
methods, we compared them numerically on a suite of test problems. This was a set
of 2000 randomly generated k -armed bandit problems with k = 10. For each bandit
problem, such as the one shown in Figure 2.1, the action values, q⇤(a), a = 1, . . . , 10,
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Figure 2.1: An example bandit problem from the 10-armed testbed. The true value q⇤(a) of
each of the ten actions was selected according to a normal distribution with mean zero and unit
variance, and then the actual rewards were selected according to a mean q⇤(a) unit variance
normal distribution, as suggested by these gray distributions.



The 10-arms testbed
¡ To fairly compare the different methods we need to perform 

many independent runs

¡ For any learning method, we measure its performance over 2000 
independet runs

Autonomous Networking A.Y. 21-22 8

28 Chapter 2: Multi-armed Bandits

select randomly from among all the actions with equal probability, independently of
the action-value estimates. We call methods using this near-greedy action selection rule
"-greedy methods. An advantage of these methods is that, in the limit as the number of
steps increases, every action will be sampled an infinite number of times, thus ensuring
that all the Qt(a) converge to q⇤(a). This of course implies that the probability of selecting
the optimal action converges to greater than 1 � ", that is, to near certainty. These are
just asymptotic guarantees, however, and say little about the practical e↵ectiveness of
the methods.

Exercise 2.1 In "-greedy action selection, for the case of two actions and " = 0.5, what is
the probability that the greedy action is selected? ⇤

2.3 The 10-armed Testbed

To roughly assess the relative e↵ectiveness of the greedy and "-greedy action-value
methods, we compared them numerically on a suite of test problems. This was a set
of 2000 randomly generated k -armed bandit problems with k = 10. For each bandit
problem, such as the one shown in Figure 2.1, the action values, q⇤(a), a = 1, . . . , 10,

0

1

2

3

-3

-2

-1

q⇤(1)

q⇤(2)

q⇤(3)

q⇤(4)

q⇤(5)

q⇤(6)

q⇤(7)

q⇤(8)

q⇤(9)

q⇤(10)

Reward
distribution

1 2 63 54 7 8 9 10

Action
Figure 2.1: An example bandit problem from the 10-armed testbed. The true value q⇤(a) of
each of the ten actions was selected according to a normal distribution with mean zero and unit
variance, and then the actual rewards were selected according to a mean q⇤(a) unit variance
normal distribution, as suggested by these gray distributions.

¡ Each run tests the 
learning method over 
1000 steps

¡ Random seed

¡ All the methods form 
their action-value 
estimates using the 
sample-average
technique



Single run
¡ Single run of an ℇ-Greedy agent in the 10-arm testbed, with ℇ=0.1

¡ The time-step is on the X-axis

¡ The Y-axis is the reward received on that time-step
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Multiple runs
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For every time-step, we can take the 
average of each of these three rewards



2000 runs
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Noticeable increase 
in reward
in the first 200 steps

¡ With 2000 independent runs we obtain a measure of the 
learning algorithm’s average behavior



Experiments 
¡ Let us run experiments for different values of ℇ
¡ ℇ=0 (Greedy)
¡ ℇ=0.01
¡ ℇ=0.1
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Performance ℇ-greedy
¡ The greedy method achieves a reward-per-step of only about 1, 

compared with the best possible of about 1.55 on this testbed.

¡ The greedy method performs significantly worse in the long run 
because it gets stuck performing suboptimal actions 
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2.3. The 10-armed Testbed 29

were selected according to a normal (Gaussian) distribution with mean 0 and variance 1.
Then, when a learning method applied to that problem selected action At at time step t,
the actual reward, Rt, was selected from a normal distribution with mean q⇤(At) and
variance 1. These distributions are shown in gray in Figure 2.1. We call this suite of test
tasks the 10-armed testbed. For any learning method, we can measure its performance
and behavior as it improves with experience over 1000 time steps when applied to one of
the bandit problems. This makes up one run. Repeating this for 2000 independent runs,
each with a di↵erent bandit problem, we obtained measures of the learning algorithm’s
average behavior.

Figure 2.2 compares a greedy method with two "-greedy methods ("=0.01 and "=0.1),
as described above, on the 10-armed testbed. All the methods formed their action-value
estimates using the sample-average technique. The upper graph shows the increase in
expected reward with experience. The greedy method improved slightly faster than the
other methods at the very beginning, but then leveled o↵ at a lower level. It achieved a
reward-per-step of only about 1, compared with the best possible of about 1.55 on this
testbed. The greedy method performed significantly worse in the long run because it
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Figure 2.2: Average performance of "-greedy action-value methods on the 10-armed testbed.
These data are averages over 2000 runs with di↵erent bandit problems. All methods used sample
averages as their action-value estimates.

The agent 
performs only 
greedy steps

The agent 
explores 1% of 
the time



Performance ℇ-greedy
¡ Optimal action?
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Experiments 
¡ Let us run experiments for optimistic initial values method 

comparing 
¡ ℇ=0 (Greedy)
¡ ℇ=0.1 (ℇ-greedy)
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34 Chapter 2: Multi-armed Bandits

2.6 Optimistic Initial Values

All the methods we have discussed so far are dependent to some extent on the initial
action-value estimates, Q1(a). In the language of statistics, these methods are biased
by their initial estimates. For the sample-average methods, the bias disappears once all
actions have been selected at least once, but for methods with constant ↵, the bias is
permanent, though decreasing over time as given by (2.6). In practice, this kind of bias
is usually not a problem and can sometimes be very helpful. The downside is that the
initial estimates become, in e↵ect, a set of parameters that must be picked by the user, if
only to set them all to zero. The upside is that they provide an easy way to supply some
prior knowledge about what level of rewards can be expected.

Initial action values can also be used as a simple way to encourage exploration. Suppose
that instead of setting the initial action values to zero, as we did in the 10-armed testbed,
we set them all to +5. Recall that the q⇤(a) in this problem are selected from a normal
distribution with mean 0 and variance 1. An initial estimate of +5 is thus wildly optimistic.
But this optimism encourages action-value methods to explore. Whichever actions are
initially selected, the reward is less than the starting estimates; the learner switches to
other actions, being “disappointed” with the rewards it is receiving. The result is that all
actions are tried several times before the value estimates converge. The system does a
fair amount of exploration even if greedy actions are selected all the time.

Figure 2.3 shows the performance on the 10-armed bandit testbed of a greedy method
using Q1(a) = +5, for all a. For comparison, also shown is an "-greedy method with
Q1(a) = 0. Initially, the optimistic method performs worse because it explores more,
but eventually it performs better because its exploration decreases with time. We call
this technique for encouraging exploration optimistic initial values. We regard it as
a simple trick that can be quite e↵ective on stationary problems, but it is far from
being a generally useful approach to encouraging exploration. For example, it is not
well suited to nonstationary problems because its drive for exploration is inherently
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Figure 2.3: The e↵ect of optimistic initial action-value estimates on the 10-armed testbed.
Both methods used a constant step-size parameter, ↵ = 0.1.

Performance of optimistic 
initial values 

¡ Initial action values are used to encourage exploration

¡ In the 10-armed testbed we set all q1(a) = +5, for all a

¡ All actions are tried several times before the value estimates converge

¡ The system does a fair amount of exploration even if greedy actions are 
selected all the time
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Comments 
¡ ℇ-greedy method
¡ Explores ℇ% of the time
¡ Depends on ℇ value
¡ Depends on reward variance (small variance → less exploration to 

find the optimal action)
¡ Suitable to nonstationary problems

¡ Optimistic initial values method 
¡ Encourages exploration 
¡ Is effective only stationary problems
¡ Is far from being a generally useful approach to encouraging 

exploration
¡ It is not well suited to nonstationary problems because it explores 

mainly at the beginning 
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Approaches to action 
selection
¡ Naive Exploration 
¡ Add noise to greedy policy (e.g. ε-greedy) 

¡ Optimistic Initialisation 
¡ Assume the best until proven otherwise 

¡ Optimism in the Face of Uncertainty 
¡ Prefer actions with uncertain values 
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Uncertainty
¡ We have seen how to estimate action values from sampled 

rewards

¡ There is inherent uncertainty in the accuracy of our estimate

¡ Easy problem: two arms, one arm is always good, one arm is 
always bad, once you try both you are done (you always pick 
the best one)

¡ Hard problem: two arms, one arm is much better than the other 
one but there is much noise, and takes really long time to 
disambiguate (figure out that one arm is much better than the 
other one)

¡ Hard problems have similar-looking arms with different means 
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Optimism in the face of 
uncertainty
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¡ Which action should we pick?

¡ The more uncertain we are about an action-value

¡ The more important it is to explore that action 

¡ It could turn out to be the best action !

Agent view after 
trying few actions



Optimism in the face of 
uncertainty
¡ The optimism in the face of uncertainty principle says: do not take 

the arm you believe is best, take the one which has the most 
potential to be the best

¡ After picking blue action, we are less uncertain about the value 

¡ And more likely to pick another action 

¡ Until we home in on best action 
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Optimism in the face of 
uncertainty
¡ So far we have seen how to estimate the mean but …

¡ How do we estimate uncertainty?

¡ Can we reduce this uncertainty?

¡ Then we can make better decisions (We are less uncertain 
about the values )
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Uniform exploration
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¡ Exploratory actions are selected uniformly

¡ Can we do better?

¡ ℇ-greedy



Uncertainty in estimates
¡ What does it mean to have uncertainty in the estimates?

Autonomous Networking A.Y. 21-22 24

¡ Q(a) represents our current estimate for action a.

¡ The brackets represent a confidence interval around q*(a)

¡ Brackets say we are confident that the value of action a lies 
somewhere in this region



Uncertainty in estimates

¡ The region between the brackets is the confidence interval 
which represents our uncertainty.
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Uncertainty in estimates
¡ If this region is very small, we are 

very certain that q*(a) is near our 
estimated value.

¡ If the region is large, we are 
uncertain that q*(a) is near our 
estimated value.
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Upper Confidence Bound
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UCB follows the principle of 
optimism in the face of uncertainty

if we are uncertain about 
something, we should optimistically 
assume that it is good.



UCB: example
¡ We have three actions with 

associated uncertainties,

¡ Our agent has no idea which is best

¡ So it optimistically picks the action 
that has the highest upper bound
¡ It does have the highest value and we 

get good reward 
OR
¡ we get to learn about an action 

we know least about like the example 
on the slide.
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UCB: example
¡ Let's let the algorithm pick 

one more action.

¡ This time Q2 has the highest 
upper-confidence bound 
because it's estimated value 
is highest, even though the 
interval is small
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UCB action selection

¡ We will select the action that has the highest estimated value 
plus the upper-confidence bound exploration term.

¡ The C parameter is a user-specified parameter that controls the 
amount of exploration
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temporary. If the task changes, creating a renewed need for exploration, this method
cannot help. Indeed, any method that focuses on the initial conditions in any special way
is unlikely to help with the general nonstationary case. The beginning of time occurs
only once, and thus we should not focus on it too much. This criticism applies as well to
the sample-average methods, which also treat the beginning of time as a special event,
averaging all subsequent rewards with equal weights. Nevertheless, all of these methods
are very simple, and one of them—or some simple combination of them—is often adequate
in practice. In the rest of this book we make frequent use of several of these simple
exploration techniques.

Exercise 2.6: Mysterious Spikes The results shown in Figure 2.3 should be quite reliable
because they are averages over 2000 individual, randomly chosen 10-armed bandit tasks.
Why, then, are there oscillations and spikes in the early part of the curve for the optimistic
method? In other words, what might make this method perform particularly better or
worse, on average, on particular early steps? ⇤
Exercise 2.7: Unbiased Constant-Step-Size Trick In most of this chapter we have used
sample averages to estimate action values because sample averages do not produce the
initial bias that constant step sizes do (see the analysis leading to (2.6)). However, sample
averages are not a completely satisfactory solution because they may perform poorly
on nonstationary problems. Is it possible to avoid the bias of constant step sizes while
retaining their advantages on nonstationary problems? One way is to use a step size of

�n

.
= ↵/ōn, (2.8)

to process the nth reward for a particular action, where ↵ > 0 is a conventional constant
step size, and ōn is a trace of one that starts at 0:

ōn

.
= ōn�1 + ↵(1 � ōn�1), for n � 0, with ō0

.
= 0. (2.9)

Carry out an analysis like that in (2.6) to show that Qn is an exponential recency-weighted
average without initial bias. ⇤

2.7 Upper-Confidence-Bound Action Selection

Exploration is needed because there is always uncertainty about the accuracy of the
action-value estimates. The greedy actions are those that look best at present, but some of
the other actions may actually be better. "-greedy action selection forces the non-greedy
actions to be tried, but indiscriminately, with no preference for those that are nearly
greedy or particularly uncertain. It would be better to select among the non-greedy
actions according to their potential for actually being optimal, taking into account both
how close their estimates are to being maximal and the uncertainties in those estimates.
One e↵ective way of doing this is to select actions according to

At

.
= argmax

a

"
Qt(a) + c

s
ln t

Nt(a)

#
, (2.10)

exploitation
exploration



Example on exploration 
term
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¡ 10.000 steps so far

¡ Imagine we have selected action a 5,000 times, then the 
uncertainty term here will be (0.043 * c)

¡ If instead we had only selected action a 100 times, the 
uncertainty term would be 10 times larger.



UCB performance
¡ The 10-armed testbed
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UCB performance
¡ Performance of Upper Confidence Bound
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¡ Initially, UCB explores more to systematically reduce uncertainty

¡ UCB's exploration reduces over time whereas Epsilon-greedy continues to take a 
random action 10 percent of the time



Conclusions 
¡ Performance of strategies for action selection
¡ Greedy
¡ ε-greedy
¡ Optimistic initial values
¡ Upper Confidence Level

¡ UCB performs well but has difficulty in dealing with 
nonstationary problems
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